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开宗明义 I

对矩阵的操作必要性在于数据本身的矩阵存储形式。
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开宗明义 II

对矩阵的操作必要性在于数据本身的矩阵存储形式。

矩阵分解的目的之一是把放置在矩阵中的数据进行低秩逼近——可
用以进行数据压缩；可用以消除数据稀疏性。
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开宗明义 III

对矩阵的操作必要性在于数据本身的矩阵存储形式。

矩阵分解的目的之一是把放置在矩阵中的数据进行低秩逼近——可
用以进行数据压缩；可用以消除数据稀疏性。

SVD是一个知名的矩阵分解算法，该算法的自然应用是衍生到推荐
系统，也可以是NLP领域的潜在语义分析。
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开宗明义 IV

对矩阵的操作必要性在于数据本身的矩阵存储形式。

矩阵分解的目的之一是把放置在矩阵中的数据进行低秩逼近——可
用以进行数据压缩；可用以消除数据稀疏性。

SVD是一个知名的矩阵分解算法，该算法的自然应用是衍生到推荐
系统，也可以是NLP领域的潜在语义分析。

PCA同样是对存储在数据中的矩阵进行操作。我们介绍该算法的两
个应用——第一是数据的降维，第二是数据的重构。
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开宗明义 V

对矩阵的操作必要性在于数据本身的矩阵存储形式。

矩阵分解的目的之一是把放置在矩阵中的数据进行低秩逼近——可
用以进行数据压缩；可用以消除数据稀疏性。

SVD是一个知名的矩阵分解算法，该算法的自然应用是衍生到推荐
系统，也可以是NLP领域的潜在语义分析。

PCA同样是对存储在数据中的矩阵进行操作。我们介绍该算法的两
个应用——第一是数据的降维，第二是数据的重构。

这个教学材料中包括一个图片处理的示例，它能帮助同学们较为生
动地理解PCA算法中的“维”。
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开宗明义 VI

对矩阵的操作必要性在于数据本身的矩阵存储形式。

矩阵分解的目的之一是把放置在矩阵中的数据进行低秩逼近——可
用以进行数据压缩；可用以消除数据稀疏性。

SVD是一个知名的矩阵分解算法，该算法的自然应用是衍生到推荐
系统，也可以是NLP领域的潜在语义分析。

PCA同样是对存储在数据中的矩阵进行操作。我们介绍该算法的两
个应用——第一是数据的降维，第二是数据的重构。

这个教学材料中包括一个图片处理的示例，它能帮助同学们较为生
动地理解PCA算法中的“维”。

最后，为什么要把SVD和PCA放在一起讲授呢？难道仅仅因为它们
都同时是在对矩阵类型的数据进行算法处理吗？
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奇异值分解/Singular Value Decomposition I

SVD定定定理理理

SVD 是一个知名的矩阵算法，广泛地（并不限定于）应用于以下场景

Image compression（图像压缩）,

Matrix completion（矩阵补全）,

Recommendation system（推荐系统）,

Latent semantic index (有时候被称作Latent semantic analysis，潜在语义分
析),

...
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奇异值分解/Singular Value Decomposition II

SVD定定定理理理

定理 (奇异值分解)

对于一个秩为 r 的 m⇥ n 矩阵 A，存在如下分解：

A = U⌃V T ,

其中

U 和 V 是正交矩阵；U 称为左奇异向量，其列向量是 AAT 的特征向量，
V称为右奇异向量，其列向量是 ATA 的特征向量。

⌃ =

✓
� 0
0 0

◆
, 被称为奇异值矩阵；

� = diag(�1, · · · ,�r),

�i =
p
�i（被称为矩阵 A 的奇异值，按降序排列，它们衡量了矩阵在对应

方向上的“伸缩”程度。），i = 1, 2, · · · , r，r = Rank(A)，

�i 是 AAT 的特征值。
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奇异值分解/Singular Value Decomposition III

SVD定定定理理理

为了更好地理解，这里以一个 5⇥ 3 的矩阵 A 为例：

我们将上述公式改写为：

A = (A1, A2, A3) = (U1, · · · , U5)

0

BBBB@

�1 0 0
0 �2 0
0 0 �3

0 0 0
0 0 0

1

CCCCA

0

@
V T
1

V T
2

V T
3

1

A ,
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奇异值分解/Singular Value Decomposition IV

SVD定定定理理理

其中 Ai 是矩阵 A 的第 i 列，Uk 是矩阵 U 的第 k 列，而 Vj 是矩阵 V 的第 j
列。
通过直接计算可以得出：

A = �1U1V
T
1 + �2U2V

T
2 + �3U3V

T
3 .

因此，�1U1V T
1 + �2U2V T

2 被称为矩阵 A 的低秩逼近（low-rank

approximation）。
一般而言，

PR
i=1 �iUiV T

i 是任意矩阵 A 的一个秩为 R 的逼近。
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奇异值分解/Singular Value Decomposition V

SVD定定定理理理

总结：

列向量表示：
公式 A =

P
�iUiV T

i 展示了 SVD 的另一种视角——将矩阵分解为若干
个秩为 1 的矩阵（外积）之和。

数据压缩：
在实际应用中（如图像压缩），如果奇异值 �i 衰减很快，我们只需保留
前 R 个较大的奇异值及其对应的向量，就能以极小的数据量还原出矩阵
的主要特征。
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奇异值分解/Singular Value Decomposition I

SVD定定定理理理的的的证证证明明明–引引引理理理准准准备备备

引引引理理理 1.
假设 A 2 Rm⇥n，则 ATA 和 AAT 的特征值均为非负的。
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奇异值分解/Singular Value Decomposition II

SVD定定定理理理的的的证证证明明明–引引引理理理准准准备备备

引引引理理理 1.
假设 A 2 Rm⇥n，则 ATA 和 AAT 的特征值均为非负的。

证明：假设 � 是 ATA 的特征值，x 是其对应的特征向量，
则我们有

ATAx = �x.

由于 ATA 是对称的，因此 � 是一个实数，且我们有

0  (Ax,Ax) = (Ax)T (Ax) = xTATAx = xT (�x) = �xTx.

因为 xTx > 0，所以我们得出 � � 0。
同理，可知 AAT 的特征值也是非负的。 ⇤
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奇异值分解/Singular Value Decomposition III

SVD定定定理理理的的的证证证明明明–引引引理理理准准准备备备

引引引理理理 2.
假设 A 2 Rm⇥n，则有 r(A) = r(ATA) = r(AAT )。
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奇异值分解/Singular Value Decomposition IV

SVD定定定理理理的的的证证证明明明–引引引理理理准准准备备备

引引引理理理 2.
假设 A 2 Rm⇥n，则有 r(A) = r(ATA) = r(AAT )。

证证证明明明：：：
我们通过证明齐次线性方程组 Ax = 0 与 ATAx = 0 具有完全相同的解集来推
导此结论。

(i) 证明“若 Ax = 0，则 ATAx = 0”。
若 x 满足 Ax = 0，我们在等式两边同时左乘 AT：

AT (Ax) = AT (0) =) ATAx = 0

这说明 Ax = 0 的每一个解都是 ATAx = 0 的解。

(ii)证明“若 ATAx = 0，则 Ax = 0”。
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奇异值分解/Singular Value Decomposition V

SVD定定定理理理的的的证证证明明明–引引引理理理准准准备备备

若 x 满足 ATAx = 0，我们在等式两边同时左乘 xT：

xT (ATAx) = xT (0) =) (Ax)T (Ax) = 0

根据向量内积的性质，(Ax)T (Ax) = kAxk22。若向量长度的平方为 0，则该向
量本身必须为零向量：

kAxk22 = 0 =) Ax = 0

这说明 ATAx = 0 的每一个解也都是 Ax = 0 的解。

(iii) 既然 Ax = 0 与 ATAx = 0 的解空间完全相同，它们的维数必定相等：

n� r(A) = n� r(ATA),
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奇异值分解/Singular Value Decomposition VI

SVD定定定理理理的的的证证证明明明–引引引理理理准准准备备备

因此，r(A) = r(ATA)。

(iv) 同理可证 r(A) = r(AAT )。
对 AT 应用上述结论，有 r(AT ) = r((AT )TAT ) = r(AAT )。由于矩阵与其转置
的秩相等（r(A) = r(AT )），故：

r(A) = r(ATA) = r(AAT ) ⇤

Jingbo Xia (HZAU) Seminar materials 20260113——人工智能2301/02 20 / 64



奇异值分解/Singular Value Decomposition VII

SVD定定定理理理的的的证证证明明明–引引引理理理准准准备备备

引引引理理理 3:
假设 A 2 Rm⇥n，则 AAT 和 ATA 具有相同的特征值（非零特征值）。
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奇异值分解/Singular Value Decomposition VIII

SVD定定定理理理的的的证证证明明明–引引引理理理准准准备备备

引引引理理理 3:
假设 A 2 Rm⇥n，则 AAT 和 ATA 具有相同的特征值（非零特征值）。

证证证明明明：：：
假设 � 是 ATA 的一个特征值，则有 ATAx = �x（其中 x 6= 0）。
在等式两边同时左乘矩阵 A，等式变为：

A(ATAx) = A(�x) =) (AAT )(Ax) = �(Ax)

由此可知，若 Ax 6= 0，则 � 也是 AAT 的一个特征值，其对应的特征向量为
Ax。
同理可知，AAT 的特征值也是 ATA 的特征值。
以上两点陈述足以证明本引理（对于非零特征值的情况）。 ⇤
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奇异值分解/Singular Value Decomposition IX

SVD定定定理理理的的的证证证明明明–引引引理理理准准准备备备

引引引理理理 4:
如果两个矩阵彼此正交等价（Orthogonally equivalent），则它们具有相同
的奇异值。
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奇异值分解/Singular Value Decomposition X

SVD定定定理理理的的的证证证明明明–引引引理理理准准准备备备

引引引理理理 4:
如果两个矩阵彼此正交等价（Orthogonally equivalent），则它们具有相同
的奇异值。

证证证明明明：：： 假 A,B 2 Rm⇥n 正交等价，则存在正交矩阵 U 2 Rm⇥m 和
V 2 Rn⇥n，使得 A = UBV。
直接计算知，

ATA = (UBV )T (UBV ) = V TBTUTUBV = V TBTBV.

由于 V 是正交矩阵，则有 V T = V �1，故

ATA = V �1BTBV.

所以 ATA 与 BTB 相似，因此它们具有相同的特征值，以及相同的奇异值。
⇤
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奇异值分解/Singular Value Decomposition I

SVD定定定理理理的的的证证证明明明–主主主定定定理理理的的的证证证明明明

[Singular Value Decomposition]
对于一个秩为 r 的 m⇥ n 矩阵 A，存在如下分解：

A = U⌃V T ,

其中

U 和 V 是正交矩阵；U 称为左奇异向量，其列向量是 AAT 的特征
向量，V称为右奇异向量，其列向量是 ATA 的特征向量。

⌃ =

✓
� 0
0 0

◆
, 被称为奇异值矩阵；

� = diag(�1, · · · ,�r),

�i =
p
�i（被称为矩阵 A 的奇异值，按降序排列，它们衡量了矩阵

在对应方向上的“伸缩”程度。），i = 1, 2, · · · , r，r = Rank(A)，

�i 是 AAT 的特征值。
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奇异值分解/Singular Value Decomposition II

SVD定定定理理理的的的证证证明明明–主主主定定定理理理的的的证证证明明明

证明：由于 ATA 实对称，所以存在一个正交矩阵 V（其秩为 r），使得

V T (ATA)V =

✓
�2 0
0 0

◆
,

此处 � = diag(�1, · · · ,�r)，且 �2
i = �i（�i 为 ATA 的特征值）。

注：请回忆如何使用施密特正交化，将一个方阵正交对角化。另外一个
需要留意的结论：实对称矩阵永可对角化。
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奇异值分解/Singular Value Decomposition III

SVD定定定理理理的的的证证证明明明–主主主定定定理理理的的的证证证明明明

证明：由于 ATA 实对称，所以存在一个正交矩阵 V（其秩为 r），使得

V T (ATA)V =

✓
�2 0
0 0

◆
,

此处 � = diag(�1, · · · ,�r)，且 �2
i = �i（�i 为 ATA 的特征值）。

对 V 进行分块，我们有：

V = (V1, V2),

其中 V1 由 V 的前 r 列组成。

注：此处 V 的矩阵分块方式是一个技巧。
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奇异值分解/Singular Value Decomposition IV

SVD定定定理理理的的的证证证明明明–主主主定定定理理理的的的证证证明明明

证明：由于 ATA 实对称，所以存在一个正交矩阵 V（其秩为 r），使得

V T (ATA)V =

✓
�2 0
0 0

◆
,

此处 � = diag(�1, · · · ,�r)，且 �2
i = �i（�i 为 ATA 的特征值）。

对 V 进行分块，我们有：

V = (V1, V2),

其中 V1 由 V 的前 r 列组成。把结果代回上式，有

✓
V T
1

V T
2

◆
(ATA)(V1, V2) =

✓
V T
1 ATAV1 ⇤

⇤ V T
2 ATAV2

◆
. =

✓
�2 0
0 0

◆
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奇异值分解/Singular Value Decomposition V

SVD定定定理理理的的的证证证明明明–主主主定定定理理理的的的证证证明明明

✓
V T
1

V T
2

◆
(ATA)(V1, V2) =

✓
V T
1 ATAV1 ⇤

⇤ V T
2 ATAV2

◆
. =

✓
�2 0
0 0

◆

通过比较左右两端，我们得出：

V T
2 ATAV2 = (AV2)

T (AV2) = 0.

由此可得 AV2 = 0。
此外，我们还可知：

V T
1 ATAV1 = (AV1)

T (AV1) = �2.
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奇异值分解/Singular Value Decomposition VI

SVD定定定理理理的的的证证证明明明–主主主定定定理理理的的的证证证明明明

为了记号的简洁，我们令 U1 = AV1��1。直接验证，知

UT
1 U1 = (��1V T

1 AT )(AV1�
�1) = ��1(V T

1 ATAV1)�
�1 = ��1�2��1 = Er.

这说明 U 的前 r 列（即构成的 U1）是正交单位向量。
因此，我们可以通过 U2 2 Rm⇥(m�r) 对 U1 进行扩充，从而构造出一个正交矩
阵 U = (U1, U2)。

注：我们永可这样做——首先扩充 r 个线性无关的向量到一个包含 m个
向量的无关组，其次用施密特正交变换和单位化后，这 m 个正交单位向
量则组合成一个正交矩阵。

由此，我们已得到 V、⌃（即中间的对角阵）和 U。
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奇异值分解/Singular Value Decomposition VII

SVD定定定理理理的的的证证证明明明–主主主定定定理理理的的的证证证明明明

由此，我们已得到 V、⌃（即中间的对角阵）和 U。下面将其代入SVD的矩阵
分解结果，予以验证：

UTAV =

✓
UT
1

UT
2

◆
A(V1, V2) =

✓
UT
1 AV1 UT

1 AV2

UT
2 AV1 UT

2 AV2

◆

=

✓
UT
1 U1� UT

1 (AV2)
UT
2 U1� UT

2 (AV2)

◆
=

✓
� 0
0 0

◆
,

因为 UT
2 U1 = 0（由于 U 的正交性）且 AV2 = 0。

综上所述，定理得证。 ⇤
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Singular Vector Decomposition I

习题演算

例题

请计算矩阵A的SVD分解。其中 A =

✓
1 0 1
0 1 1

◆
.
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Singular Vector Decomposition II

习题演算

例题

请计算矩阵A的SVD分解。其中 A =

✓
1 0 1
0 1 1

◆
.

【答案】

A =

 
� 1p

2
1p
2

1p
2

1p
2

!✓
1 0 0
0

p
3 0

◆
0

B@
� 1p

2
1p
2

0
1p
6

1p
6

2p
6

� 1p
3

� 1p
3

1p
3

1

CA .
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Singular Vector Decomposition III

习题演算

历历历史史史作作作业业业
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Singular Vector Decomposition IV

习题演算

历历历史史史作作作业业业
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Singular Vector Decomposition V

习题演算

解：
(i). 计计计算算算 ATA 并并并求求求解解解 V和和和奇奇奇异异异值值值.
首先计算对称矩阵 ATA 2 R3⇥3：

ATA =

0

@
1 0
0 1
1 1

1

A
✓
1 0 1
0 1 1

◆
=

0

@
1 0 1
0 1 1
1 1 2

1

A

由|ATA� �I| = 0求特征值 �：

������

1� � 0 1
0 1� � 1
1 1 2� �

������
= (1� �)[(1� �)(2� �)� 1] + 1[0� (1� �)] = 0

化简得：(1� �)(�2 � 3�) = 0。
解得特征值为：�1 = 3,�2 = 1,�3 = 0。
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Singular Vector Decomposition VI

习题演算

因为奇异值 �i =
p
�i,所以有

⌃ =

✓p
3 0 0
0 1 0

◆

下求右奇异向量 V（即 ATA 的特征向量）：
对于 � = 1：解 (ATA� I)~v1 = 0 ) ~v1 =

�
�1/

p
2, 1/

p
2, 0

�T

对于 � = 3：解 (ATA� 3I)~v2 = 0 ) ~v2 =
�
1/

p
6, 1/

p
6, 2/

p
6
�T

对于 � = 0：解 ATA~v3 = 0 ) ~v3 =
�
�1/

p
3, �1/

p
3, 1/

p
3
�T

由此构造 V = (~v1,~v2,~v3)。
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Singular Vector Decomposition VII

习题演算

(ii). 利利利用用用映映映射射射关关关系系系 U1 = AV1��1 构构构造造造 U .

U = AV1�
�1 =

✓
1 0 1
0 1 1

◆
0

B@
� 1p

2
1p
6

1p
2

1p
6

0 2p
6

1

CA
✓
1 0
0 1p

3

◆

=

 
� 1p

2
3p
6

1p
2

3p
6

!✓
1 0
0 1p

3

◆

=

 
� 1p

2
3p
18

1p
2

3p
18

!
=

 
� 1p

2
1p
2

1p
2

1p
2

!

因为 A 的秩 r = 2，且 U 2 R2⇥2，此时 U1 = (~u1, ~u2) 已经构成了完整的正交
矩阵 U，无需额外扩充 U2。
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Singular Vector Decomposition VIII

习题演算

最终分解形式:

A = U⌃V T

A =

 
� 1p

2
1p
2

1p
2

1p
2

!✓
1 0 0
0

p
3 0

◆
0

B@
� 1p

2
1p
2

0
1p
6

1p
6

2p
6

� 1p
3

� 1p
3

1p
3

1

CA
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Singular Vector Decomposition IX

习题演算

再例

A 2 R2⇥2
,求SVD分解 A = U⌃V T。

A =

✓
1 1
1 1

◆
.
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Singular Vector Decomposition X

习题演算

再例

A 2 R2⇥2
,求SVD分解 A = U⌃V T。

A =

✓
1 1
1 1

◆
.

【答案】
(i). 计计计算算算 ATA 并并并求求求解解解 V和和和奇奇奇异异异值值值.

ATA =

✓
1 1
1 1

◆✓
1 1
1 1

◆
=

✓
2 2
2 2

◆

通过特征方程 |ATA� �I| = 0 求解：

����
2� � 2
2 2� �

���� = (2� �)2 � 4 = 0
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Singular Vector Decomposition XI

习题演算

解得特征值为：�1 = 4,�2 = 0。3. 构造奇异值矩阵 ⌃ 与相关对角阵 �奇异值
为 �1 =

p
4 = 2,�2 = 0。构造 2⇥ 2 的对角矩阵 ⌃：

⌃ =

✓
2 0
0 0

◆

定义非零奇异值对角阵 � 及其逆：

� = (2), ��1 = (1/2)

下求解右奇异向量矩阵 V对应特征值 �1 = 4,�2 = 0 的单位特征向量为：

~v1 =

 
1p
2
1p
2

!
, ~v2 =

 
1p
2

� 1p
2

!

取非零部分 V1 = ~v1，完整矩阵 V =

 
1p
2

1p
2

1p
2

� 1p
2

!
。
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Singular Vector Decomposition XII

习题演算

(ii). 利利利用用用映映映射射射关关关系系系 U1 = AV1��1 构构构造造造 U .

由于 A 的秩 r = 1， U 的第一列 U1为：

U1 = AV1�
�1 =

✓
1 1
1 1

◆ 1p
2
1p
2

!
(1/2)

=

 
2p
2
2p
2

!
(1/2) =

 
1p
2
1p
2

!

为了构造正交矩阵 U，我们需要通过施密特正交化或其他方式补全第二列 U2

（需与 U1 正交且单位化）：

U =

 
1p
2

1p
2

1p
2

� 1p
2

!
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