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Linear Regression
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Linear Regression with Least Square |

/N Lk 1BV AR FOK AR

YWMEESE Obs: {7;, ys}.
There are n p-demensional sample data z;, and their regression values are y; € R, here,
Ty = (T, ,J%'p)Tn =12, n

-
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Linear Regression with Least Square Il

R/ etk M EVARREFIR R

Hl

The goal of the linear regression model is to determine a regression function f(Z,
that the predicted values y; = f(%;, W) approximate the observed values y;:

Y; =~ @ xz; Z W;iTy5 = w xz
where:
W= (w,...,w,)T € RP is the weight vector (or parameter vector).
= (za,. .. ,xip)T € RP? is the feature vector for the i-th observation. ?

EAREFR—ANEERT, RERREA: (3, 0,0) = X0 wzy+b=a0"% + b.
RMNEE AKX A: f3, 0, b) = f(Z;, 0).

RE—fE, BNEEEEREBEHNLARXEKT.
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Linear Regression with Least Square Il
BV = et 1 EF R AFIR A

WAABAUER 7 0 EABENES: &= @ )7 = (wa,. .z, DT, B = (@7, 0)7 = (wn, ...

) wl)v b) T'

2025-11-26

The square sum of error terms will be the minimum goal.

T(@) = =3 (yi — f3 B)?

=1

(1)

RErHE, ERBRAIEEFRA "9HIRE" (Mean Squared Error, MSE),
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Linear Regression with Least Square IV

B/ = o 1 B VR IR OR R
¥7%iRE (MSE) #RBREVED
¥975i%% (Mean Squared Error, MSE) REIAEFHHEEANRATHZ—, HIREENA:

B, n ABEAHE, v AF i MEANEXE, 7, 0) AERESH o TR 7 HBUE.
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Linear Regression with Least Square V

B0 = Rk M EAM BT AR
MSE B =

MSE EEMUTEZERR, EHERZHERRATEIE:

O Ab4hTISME: MSE mREAHE ISR MZESERR, X—XBFHEEEESETHENRL
ik (MBENBETE) TEWE, EFRkEREERSEH.

QO M KIREMEED: HIRKHEPMNEAR (v — 1) FEERMMMESELEZANRKXIRESH
?Eiﬁléi’zﬁijco X4 IR R Y| Gt R R B ETERNTNEIR, BT UEREKEEK
=EIKIE,

O MiEEM: HIEB (7, 0) ASEIWL MRS, MSE RARHEXTSE 0 WOERS. O
%iﬁ;%ﬂ%ﬁﬁ%ﬂ%ﬂiﬁiééﬁﬁﬁﬁ , ERTRNBHBRESNRE, ASEMEITHRETIE
it TS
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Linear Regression with Least Square VI

B0 = Rk M EAM BT
MSE BBR5RR

REMBRMU, MSE hFEERHNERYE, HERNEHEZE:

O MERESESR: TABMBMABNE—E "W . SHEPEFESEE (Outliers) B,
HIFEMERRESHEAREE—T KX, SERXRBERIBSEELRTES. XA
RSERUSHEANAIERERAMALETERS, NIRERMELEERELRZ SR,

O MKEMNOM: BHFXNREHITTEREE, MSE RAENENTHEEREEENNFS.
X AR K ENEVIEFHAR ENMIERENEELLRERT AME. ARSRAEFEARERX
(RMSE) BAtkE EHMaI—E 1.
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Linear Regression with Least Square VII

/N Lk 1BV AR FOK AR

SHEIFHRREHIITEL
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Linear Regression with Least Square VIII

R/ etk M EVARREFIR R

& 1 B REVIHR E I

Rk EB AR BEREX (FB) B EEREE
BHiRE (MSE) sy p2 HAREERTE, KR, {8
n WEEEHE. 5 ATEERN.
1 S E DR E 3 EE.
FHEIIEE (MAE) ~ 1yl HEEHTENER, HREE
MEEMEE, BESSFTS,
AR L,
1 ~AN2 = A
Huber Loss {5(3;—:@) T By =<0 yse 5 MAE BJIf R, HIRER
Oy =yl — 307 Hfte N TR, BIART HM, 3

BExmusSasit.
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Linear Regression with Least Square IX

/N Lk 1BV AR FOK AR

2025-11-26
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£2 LArig, MSE RERFRIMFERFAMAEER AEESWRIES. AT, AXERAT, FiR
FBHENEREL (NREFEEEREHE) HEEFRARY, FEERXAM Huber EXEEE

BHERAR, UERLHERSRETE R BEETE.
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Linear Regression with Least Square X

R/ etk M EVARREFIR R

Mean Squared Error (MSE) is the minimum goal.

T(@) = = (i — A3, B)? (2)

n

BALANEEFR KL BIR R SR RENSH o, EF

w" = argmin J ()
WERP

Jingbo Xia (HZAU) Seminar Material 2025-11-26

Linear Regression with Least Square Xl
B/ = Tk P E ORISR AR

Mean Squared Error (MSE) is the minimum goal.

J(@) = =Y (yi— f(@, ) (3)

— i
T(@) =~ (v = fF, ) = — (- X) " (5 — Xib)
=1
Where X = (Z1,...,T,)T € R™P? is the design matrix for the sample data.
7= (y1,...,yn) T € R™ is the observed regression value vector.

w € RP? is the parameter vector we aim to optimize.
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Linear Regression with Least Square XI|

R/ etk M EVARREFIR R

SEFLE, MSE ATL BB

1 Lo o ot e 1. oo
T(@) = =3 (e = (@ @)% = — (G- X0)"(§— Xi) := — | — X}
=1
here || - ||2 is a {2 norm. @

HAMERBEETEY LWAURTAERMU RS . % XNNAR—MES LHERATE.
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Linear Regression with Least Square XII|

RN R M EARREFK AR
Please notice that there is an explicit solution to this problem if X7 X is an invertible matrix?, say:

ot = (XTX) "' xTy. (4)

[Assignment] Prove formula (4).

LGradient analysis would solve this problem directly, and I'd like to make it an assignment.
Jingbo Xia (HZAU) Seminar Material 2025-11-26 17 / 66




Linear Regression with Least Square |

R/ EEA

[Answer sheet]:
To find the optimal parameters, we set the gradient of the cost function [J () with respect to w to zero:
& (i—Xa)"(j—Xw))
W
o((F"—w' X" (- X)) (5)
T
oy -7 Xqug)fﬂ)TXT@'JrvI:TXTXﬁ'))
oW
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Linear Regression with Least Square |l

R/ EEA

[Answer sheet]:
To find the optimal parameters, we set the gradient of the cost function [J () with respect to w to zero:

0 = 27(@)

ow
(G =" X" (§— X))

(7%g— T?(w wTXT@_j—‘,— 0T XT X))
(0 — XT 7— XTy + 2X7T Xw)
(—XTy+ XT X))

Let the gradient equal to zero, we have

= (XTX)"'XxTy. (7)

Jingbo Xia (HZAU) Seminar Material 2025-11-26 19 /66



@ Lincar Regression with Least Square (&/N=FfZk%E1T) 4

o T =i 20

Jingbo Xia (HZAU) eminar Materia 2025-11-26 20 /66

Linear Regression with Least Square |

‘BT Rl

“ﬁ;immu" 6. EXNREGH, n=41 (4 EBEFHEIR), p=2 ($EH: @R. BHhEkiAIEE
).

1. [REE#HE (Obs)

BIERINMET s EABEMEIE: {4,y ), i=1,2,34

HEZR 1. E#R 50m?, BEES 1km — & 200 77

FEZR 2: HEFR 60m?, BEES 2km — &M 230 F

KA 3: TR 80m?, BEES 1km — &) 310 7

FEZS 4: HEFR 90m?, BEES S5km — &) 300 77
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Linear Regression with Least Square |l

"B R

‘;%)1%5’1%” 6. EXNREGD, n=41 (4 EEFHEIR), p=2 ($EAH: @R, BHhEkitaEE
=

1. EIREEE (Obs)

BIERINLET s EABMEIE: {4,y ), i=1,2,3.4

FEZR 1: TE#R 50m?, BEES 1km — & 200 75

HEZ 2: TR 60m?, BEE 2km — &4 230 7

FEZ 3: EFR 80m?, BEES 1km — &#r 310 7

KA 4: TR 90m?, BEES S5km — &) 300 7
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Linear Regression with Least Square Il

‘BT Rl

Regression line |
25 y=b, xf+ b, .

.
o .
[ .
o .
] e .

100 200 300
X

error term (e)

2. MRIER S B
R AVEHIRE L HIERE X R § Rt

50 1 200
60 2 ~ (230
X=1g0 1" ¥=|310
90 5 300

HA 0= (Warea, Waisr) T RBENEFIBIERARE A7, ©) = 07 BRE.
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Linear Regression with Least Square IV

"B R

3. itES R
F—4: HHE X'X (FRES)
X 2 x 2 WK, KRTHIEZENMAERR:

50 1
yry_ (50 60 80 90\ [60 2| _ (20600 700
“\1 2 1 5/ 1| "\ 70 31
90 5
F=H: iE X1y (BIFER)
200
o (50 60 80 90Y 230 | _ (75600
Y=\1 2 1 5/ 1310 " \ 2470
300
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Linear Regression with Least Square V

‘BT Rl

B=%: K@ = (X X)Xy
BTSN (RERARIETE), RINATUEE:

Wyreq \ . [ 412
wh., )]~ \—13.35
BT, &ERIEARE A

f(i’: ,l_[)*) = 1_[}* Ti_é = w:;reaxl + wtlisth‘
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Linear Regression with Least Square VI

"B R

4. ZERpHIEE X (Physical Interpretation)

RITXNEEEITE, FUNTARER:

oo ~ 4.12: BREEREEM 1n?, BHFEHEKLY 412 7.

wh,, ~ —13.35: BREESEMSKEIEM lkm, BNEYTHEY 1335 F (H118%).
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Linear Regression with Least Square VII

‘BT Rl

RO, REME: €=y Xu",
BEER, LU ¢ AARAHT, XHPARBEEIZTENSHER, EXRE L. EXTHEMTHA
E}
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o BiXEEMEE 238
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Linear Regression with Least Square |

HZEREMEE

KFENMERPNANBEMNBE:

° Ei’; @ = (XTX) L XTIR—A BT, SRR R AR R B B B T — R AR5
G445
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Linear Regression with Least Square Il

HZREMNEE
RFXANERB LA ERE:
°E§,W=Cﬂﬂ1XW%—¢E%ﬁ,&ﬁﬁ%%%ﬂﬁ¢ﬁﬁﬁﬁ7—%ﬁﬁﬁﬁ
IHI5 .
o Hik, XNMRBVKHKMATXINA) “HgFS" BEAEWME 7
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Linear Regression with Least Square Il

Wik R EE
KFRENERB LN ERE:
°§§,WZCWEAXW%—¢Eﬁﬁ,ﬁﬁﬁ%*ﬁﬂﬁ¢ﬁ&ﬁﬁ?—%ﬁﬁﬁﬁ
94515 .
o HiR, XMEEIKHKMBAXINE "HeFFy" BELME
o BE, ZXNMEHATEE. A4 ?tips: if p>n..
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Linear Regression with Least Square |V

HZREMNEE

KFENMERB LN ER:
OEE,*—CWEJXPE—AETﬁ ZIEBE R RS R P EEE AT —EERRS
4415

o Hux, IX/MERIRHKMETINA “HEFES" BREEWER?
o B, XNMEHATE. A4 ?tips: if p>n..
o —/NUHFT: XY J(w)HIBE TREEMMHITH, 2RXE 7
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Linear Regression with Least Square V

BEREHMEE

EI%R%*”E%HIJIL»

Kaggle =2, Boston E{rFil 2 °.
= kagg[e Q  search signin

+ Create
(@), etting Started Prediction CompilioN
@ Home
@ Ccompetii House Prices - Advanced Regression'Techniques
ompetitions
Predict sales prices and practice feature engineering, RFs, and gradient boosting
f@ Datasets
A Model Kaggle - 4,739 teams - Ongoing
jodels

<> Code Overview Data Code Models Discussion Leaderboard Rules

https://wuw.kaggle.com/c/house-prices-advanced-regression-techniques

PHEER.
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Linear Regression with Least Square VI

HERSNEE

Bk B, EE:
o IEHARANMKE LHNARMENRTTIRME (848H),
o FEIEZEMELNE (BMHE),
o ZLRMIRENI (FTRERME) .
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Linear Regression with Least Square |

Gradient Descent! _EiR 75 %SRRI &

Gradient descent (aka., steepest descent) is for minimizing multidimensional smooth convex objective
functions of the form 7 : R? — R.

EIE (Gradient Descent)

1: Input: Initial point wy, gradient norm tolerance
2: Sett=0

3: while |V J ()| > ¢ do

4: Wiy1 = Wy — Uth(@t)

5: t=t+1

6: end while

7: Return: 1w,

XERXENERTRE:

Wiy1 = Wy — VT (W) (8)

Jingbo Xia (HZAU) Seminar Material 2025-11-26 33/66

Linear Regression with Least Square |l

Gradient Descent! 2§_LiR757ERFAETHE

e
o
A X0
(CL) X - - (b)
0 e .
e - // s // -
6tV F(x - 52
’/ .................... S . g///
5tV (xs X, f
P e - e X7 /
"""" e 2 ¢y / /
// - 5t,Vf;(7{2) X3 L y / /
r - SR %4
/ - 5t y/f {XE) X4 \\'\ //" // /
/ :I/ e, — \-\ / y, / 4
/7 N / /s
i { { o> ) / VA level sets of f
\\ SN S /S
\\\_\ - g // —3 gradient update
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Linear Regression with Least Square Ill

Gradient Descent! _EiR 75 %SRRI &

B & o = (XTX)' Xy FEtE, Bz aniaE AveE T 7
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Linear Regression with Least Square IV

Gradient Descent! ¥4_LiR75i%K3a904HR

8] ZE{E R Pytorch REMEMLERIRHE, WMEMIREHETERFX?
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Linear Regression with Least Square V

Gradient Descent! _EiR 75 %SRRI &

i8] ZE{ER Pytorch BEMEMBZHAHE, WLBIREBETHEEX?

import torch

import torch.nn as nn
import torch.nn.functional as F
from torch.utils.data import DatalLoader, TensorDataset

import matplotlib.pyplot as plt
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Linear Regression with Least Square VI

Gradient Descent! ¥4_LiR75i%K3a904HR

8] ZE{E R Pytorch REMEMLERIRHE, WMEMIREHETERFX?

optimizer = [Ja&i e (

model.parameters(),
1r=0.01,
momentum=6.9,

weight_decay=1e-4
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IR T IENIN/ERY Linear Regression 28— Ridge and LASSO |

Ridge regression /I§[E)3—% H 89— 1E M IR

[BZ e/ Z L[ VTR B AR R £

The square sum of error terms is the minimum goal.

T(@) = = (i — {3 7)) 9)

Jingbo Xia (HZAU) Seminar Material 2025-11-26 40 /66

IR T IENIN/ERY Linear Regression 2 #f— Ridge and LASSO I

Ridge regression/I§EH—% H 89— 4N 1IE MR

[BZ &/ Z 2L M VTR B AR R 45

The square sum of error terms is the minimum goal.

T(@) = = (g — A3, B)? (10)

n-

EER/N_FREMER AR, ridge regression/IREIT, B 5| N—4 L2 regularizer (1EN|IR):

n

1
TRiage(W) = — > (yi — f(@, ©) + A|a@lf5. (11)

=1
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IR T IEMIR/ERY Linear Regression 2 #f— Ridge and LASSO ||

Ridge regression /I&[E]J13— % i #9— 4~ 1IE NI 15

JLATElRE:
MRTENGS, Mib&NZRTHEEET offitEit, XN EEHHMERE ?

Xt T (w)RIHEEE TR R ZRms i MR 7
XRAUBE SR ER AR . H=R.
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IR T IENINERY Linear Regression 2 f#f— Ridge and LASSO IV

Ridge regression/I§EH—% H 89— 4N 1IE MR

ZE&R/N &M@ AMWEM, ridge regression/IREINT, EFIN—1 L2 regularizer (IENTT):

. 1
Tridge(W) = " Z(% f(Z;,0))? + \||@||3. —Ridge regression. (12)

ab

ORI AR, MNTENTE, ML Los EMNBHLAEERT
min =3 (i~ @ @)%, st llwilz < O (13)

4 CH Lagrange B3 \Fx.
b INA EMBUESREREEE (|02 < CRUESERMARTET. XU T TR RTE.

Jingbo Xia (HZAU) eminar Materia 2025-11-26 43 /66



© %5 T IEMTI/EHY Linear Regression 25— Ridge and LASSO 40

o BRJLEREH (L2 SEH) 45

Jingbo Xia (HZAU) Seminar Material 2025-11-26 44 /66

IR T IENINERY Linear Regression Zef— Ridge and LASSO |

BXJLEEEE (L2 S5

BULERER (L2 558) EX:

HF—A p fEE 0= (w,ws,...,w)" €ERY, HERILBHEEHENXA:

EREMERTE EATULEERSE:

@2 = VaTd
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R T IENIN/ERY Linear Regression 2 #f— Ridge and LASSO ||

BRILEEEH (L2 zaﬁ)

ZlEESILEEY
JUHCE
EZ#TE (p=2) f, XERARTE: WRALBR 0= (z.y) 7, BLAHKERE /2° + /-

Jingbo Xia (HZAU)
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IR T IENIN/ERY Linear Regression 2 #f— Ridge and LASSO Il|

BILEREH (L2 FER)

JEHFK (Norm Ball): ||w]l, < C:

EZHBRAT FEREFHNSEB—1R0ER.
E=HBRAT, FEHEFERN SR —SR0IKER.
2D Vector Space 3D Vector Space

w
1
W,
»

wy w,

>
w;
0, 3
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R T IENIN/ERY Linear Regression Ze##— Ridge and LASSO IV

BJLE®EH (L2 554

HENRFIFHNMA (REYTF):
FELMEFFR, RMNEEMNZANEHHEAEAEND, FRAEMNL (Regularization):

Tridge() = T (®) + N @3

X#FRA Ridge Regression (IR[EIF). ERIEARRHISE © K/, BIERE AT HISER AT~
EEKXINE, AMEFHIUE. EEEBKEIMZE.

Jingbo Xia (HZAU)
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© &5 T EMISAY Linear Regression 25— Ridge and LASSO 40
o LASSO E|)3—Hkikm E5EH L1, FHRIENT 49
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=HY Linear Regression T #f— Ridge and LASSO |

f%ﬁ-]7-IEiB]U];k

LASSO EF—#kik@ETEE L1, FIRIEMIR

Question
z =

ERSEFEKBHOBRT, RINFEZIEEFERE—TEARES 0 FEH
w, PLEE] “Sparsity”. AftASXEE?

L IBfE—ANEE Sparsity $51%ERY w ? BIGNZE Figure 7?61 7

l Lt\

— RS TFATRRRRIE

2025-11-26 48 /66
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B Linear Regression ZEfh— Ridge and LASSO I

Iéﬁé-]’.IIE!ﬂlj];}\

LASSO ElF—HkERETEH L1, FIREMIR

Why do we like to have sparsity in w? Here is an example:
Associate genotypes to a given phenotype. Ref "LASSO: Powerful New Technique That 'Ropes

In" Thousands of Genes At Once" °.

Blotech News

LASSO: Powerful New Techmque That “Ropes In”
Thousands of Genes At Once

By Disha Padmanabha - July 10, © 770

https://www.biotecnika.org/2017/07/

lasso-powerful-new-technique-that-ropes-in-thousands-of-genes-at-once/

2025-11-26 49 /66
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IR T IEMIR/ERY Linear Regression 2 #f— Ridge and LASSO ||

LASSO EI—#kikEEEH L1, FREMNHR

LASSO: Least absolute shrinkage and selection operator.
FIA L%, #HA13kTF Lasso Regression HE#REE .

jLasso(ﬂ)) = \.7(171) + )\HH)H% (]_4)

abc

2Equivalently, from a view of convex optimization, the minimization of the above loss function suffices to:
1 2
min ;||y—Xw||2, sty ||wll < C. (15)

Here, C'is a constant, related to \.

biEXtER Ridge [EJ3, LASSO HiME—X SIZETFEMBHASESERE. RTRAMTEESERE, HHASHR wily
Sparsity g ?

fr k. LOBHSHREMEZNFHEAR . £ LINERRATITENRTREM.
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© LR T IENIB/FHY Linear Regression Z-f— Ridge and LASSO 40
o L1 SEH (SIIREER) .
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IR T IENIN/ERY Linear Regression 28— Ridge and LASSO |

L1 5E% (Sra¥mpEss)

Ly 35 (L, Norm), HFRASIGHHEES (Manhattan Distance). ©S5ZBIITiIERY Lo e LA
KinEsrt FEREX A,

Ly SEMEME RN

HF—A p fEE 0= (w,w,...,wp)" ERY, H L SBHEXARERSFELIHEZ

p

|l = lwjl = Jwi] + [wa] + - + ||
j=1
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IR T IENIN/ERY Linear Regression 2 #f— Ridge and LASSO I

L1 5E% (SraWmpES)

Ly SEERIR BRI
L LAk EREE/NEE
Ly SE#K (0] < CHIAREAREETEIH "SR RIHHE:

% (p=2): B—AHERT 45 ERIEARR (FF). HaT24a%E, 6l
(07 0)7 (0’ Qa (_07 0)7 (07 _QO

=% (p=3): 2—PIE/\EM (Regular Octahedron).

2D Vector Space

3D Vector Space

liwll; <C
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IR T IEMIR/ERY Linear Regression 2 #f— Ridge and LASSO ||

L1 5E% (Sra¥mpEss)

2. WBLIE (Sparsity) —iX2 L SEHEHLRRF PR Z M ANZDRE,
B BT L ,Bﬂ?H’J B EFM TR E, SHEER, FEREETRSEMIIXE "B
ER RINE U EF#F%%%%J 0. BHRAEFHEEE, ANXEFIPRHEEERS.

© < ©
NV

(a) £,-ball meets quadratic function. (b) £2-ball meets quadratic function.
£,-ball has corners. It’s very likely that £>-ball has no corner. It is very unlikely
the meet-point is at one of the corners.

f%\

that the meet-point is on any of axes.”
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IR T IENINERY Linear Regression 2 f#f— Ridge and LASSO IV

L1 5% (SSHEEE)
3. FafE#tE (Robustness)

HELLF Lo SERHREHITES (XESMAMMBAERE =/ Outliers BIFN), L1 SEHXMFEEARBA
U, EILAEAESARERER R HIER EnTae.

Jingbo Xia (HZAU)

Seminar Material

2025-11-26 54 /66



© LASSO Regression 1 Python {tA3:R 4 56

Jingbo Xia (HZAU) Seminar Material 2025-11-26 55 /66

LASSO Regression 0 Python {XA5 451

REIREDR B HT
f5] (Command lines)

>git clone https://github.com/PytLab/MLBox.git

The raw data are:

{5 (Raw data for regression)

1 0.455 0.365 0.095 0.514 0.2245 0.101 0.15 15
1 0.35 0.265 0.09 0.2255 0.0995 0.0485 0.07 7
-1 0.53 0.42 0.135 0.677 0.2565 0.1415 0.21 9
1 0.44 0.365 0.125 0.516 0.2155 0.114 0.155 10
0 0.33 0.255 0.08 0.205 0.0895 0.0395 0.055 7
0 0.425 0.3 0.095 0.3515 0.141 0.0775 0.12 8
-1 0.53 0.415 0.15 0.7775 0.237 0.1415 0.33 20

2https://zhuanlan.zhihu.com/p/30535220]
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LASSO Regression 0 Python {XA5 451

w approximate 0, while X\ increases.

f5] (Command lines)

lambda = e~ (0), w = [[ 0.0164 -0.0412 0.4066 0.1553 1.1076 -1.2825 -0.2605 Q.
lambda = e~ (1), w = [[ 0.0161 -0.0295 0.3941 0.1550 1.0905 -1.2741 -0.2547 0.48
lambda = e~ (2), w = [[ 0.0153 0. 0.3626 0.1542 1.0391 -1.2494 -0.2378 0.498
lambda = e~ (3), w = [[ 0.01325 0. 0.3505 0.1528 0.8850 -1.1720 -0.1846 0.539
lambda = e~ (4), w = [[ 0.0076 O. 0.3209 0.1497 0.3782 -0.9284 -0.0188 |
lambda = e~ (5), w = [[ 0. O. 0.2627 0.1453 0. -0.6018 0. 0.784
lambda = e~ (6), w = [[ 0. 0. 0.0766 0.1260 0. -0.2552 0. 0.6322
lambda = e~ (7), w = [[ O. 0. 0. 0.0628 0. 0. 0. 0.4449]]

lambda = ¢"(8), w = [[ 0. O. 0. O. 0. 0. 0. 0.27071]

lambda = e~ (9), w= [[ 0. 0. 0. 0. 0. 0. 0. 0.]1]

lambda = e~(10), w = [[ 0. 0. 0. 0. 0. 0. 0. 0.]1]

lambda = e~ (11), w = [[ 0. 0. 0. 0. 0. 0. 0. 0.]1]

lambda = e~ (12), w = [[ 0. 0. 0. 0. 0. 0. 0. 0.]1]

lambda = e~ (13), w = [[ 0. 0. 0. 0. 0. 0. 0. 0.]1]

b 4 0
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LASSO Regression 0 Python {XA5 451

LASSO regression: w; approximates zero when \ increases.
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Ridge regression: w; doesn't approximates zero very quickly when X increases.

5
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Log-linear regression

We've already known how to make regression by using a linear regression model. Sometimes, we would

like to generalize the linear regression model and make it approximate a series of observations with
non-linear values. For example,

Iny=w'7+0 (16)

is called "log-linear regression”.

Jingbo Xia (HZAU) Seminar Material 2025-11-26

o ANt LM NCEE LS

Generalized linear model

Generally, if we consider a monotonic differentiable function g¢(-),

y=g "(®"T+b) (17)

is called "generalized linear model”. The funtion, g(-) is called "link function”.
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Unit-step function for classification

Consider a two-class classification, and the label is y € {0, 1}, and the only attempt needed is to convert
a real number z= @W7Z+ b to a binary value .
The ideal choice is "unit-step function”:

0, 2z2<0;
y=4« 05, z=0; (18)
1, z>0.

However unit-step function is not continuous. So, "sigmoid” function replaces it. That's Logistic
regression model for binary classification!

ig(t)

Jingbo Xia (HZAU) Seminar Material

2025-11-26 63 /66

o ANt LM NCEE LS

EZrIPiL, 5@ Logistic @Y.
HANERT—F.
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